
changes with bound cross-bridges requires en-
ergy to disrupt attachments, resulting in negative
power production. However, intermediate tem-
peratures permit some detachment to accommo-
date length changes in addition to some attachment
at the extrema of the length cycle. At these inter-
mediate temperatures, cross-bridges that remain
bound at the very end of lengthening or short-
ening can store energy in their axial or radial
extension, respectively. This stored energy may
return energy into the lattice when the cross-
bridges detach at the start of the subsequent phase.
In doing so, the deformed cross-bridges could
assist antagonistic muscles. Prior studies have
shown that elastic energy storage is indeed cru-
cial for meeting the high inertial power costs of
flight (3, 4). If even a portion of these cross-
bridges facilitate elastic energy savings via a tem-
perature gradient, they would contribute to the
overall energy savings in locomotion. Because
temperature gradients are an inevitable conse-
quence of internal energy generation and heat
dissipation in both vertebrates and invertebrates,
this mechanism of energy storage could be a gen-
eral phenomenon in locomotor systems (11, 12).
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Structural Systems Biology Evaluation
of Metabolic Thermotolerance
in Escherichia coli
Roger L. Chang,1 Kathleen Andrews,2 Donghyuk Kim,2 Zhanwen Li,3,4

Adam Godzik,3,4 Bernhard O. Palsson1,2,5*

Genome-scale network reconstruction has enabled predictive modeling of metabolism for
many systems. Traditionally, protein structural information has not been represented in such
reconstructions. Expansion of a genome-scale model of Escherichia coli metabolism by including
experimental and predicted protein structures enabled the analysis of protein thermostability
in a network context. This analysis allowed the prediction of protein activities that limit network
function at superoptimal temperatures and mechanistic interpretations of mutations found in
strains adapted to heat. Predicted growth-limiting factors for thermotolerance were validated
through nutrient supplementation experiments and defined metabolic sensitivities to heat stress,
providing evidence that metabolic enzyme thermostability is rate-limiting at superoptimal
temperatures. Inclusion of structural information expanded the content and predictive
capability of genome-scale metabolic networks that enable structural systems biology of
metabolism.

Cellular thermosensitivity depends on pro-
teome stability. Chaperones and proteases
are well-characterized heat shock proteins

(HSPs), and chaperones improve survival at super-

optimal temperatures (1). Protein folding and
structural stability required for function are dis-
rupted at high temperatures. Many individual pro-
teins and their mutant variants have been studied
to identify structural loci within a protein that are
destabilized at high temperatures, leading to de-
naturation. Replacing heat-sensitive loci with more
stabilizing residues has allowed engineering of
thermostable proteins (2). By analogy, identify-
ing the proteins that confer susceptibility to heat
within the cellular system is critical to uncovering
mechanisms for cellular thermosensitivity. Strat-
egies for increasing thermotolerance have included
introduction of chemical chaperones, overexpres-

sion of HSPs, pretreatment with moderate heat,
or random mutagenesis to evolve stress tolerance
(3). Instead, we sought to directly identify the
particular proteins that confer thermosensitivity
in the system.

The emerging discipline of structural systems
biology (4) has enabled new insights into topics
that include the structure-function relations in
metabolism in a hyperthermophile (5), identifi-
cation of causal off-target actions of drugs that
cause adverse side effects (6), identification of
protein-protein interactions (7, 8), and determi-
nation of causal mutations for disease suscepti-
bility (8, 9). We used a structural systems biology
approach to discover points of thermosensitivity
in the mesophilic bacterium Escherichia coli
K-12 MG1655. Metabolic thermosensitivity, af-
fected by enzyme activity in a genome-scale mod-
el (GEM), was assessed as a function of protein
thermostability, providing mechanistic explana-
tions for effects of mutations in evolved thermo-
tolerant strains (10, 11) and leading to the discovery
of metabolic limitations to thermotolerance.

To assess protein thermostability, we in-
tegrated a genome-scale model of E. coli metab-
olism (iJO1366) (12) with protein structures
(GEM-PRO) by associating metabolic reactions
with structures of their catalytic enzymes (data-
base S1), thereby enabling parameterization of
the network model on the basis of protein struc-
tural properties. Themain objectives of this recon-
struction (Fig. 1A) were to (i) maximally cover
amino acid sequence (Fig. 1B), (ii) represent the
native structure of each wild-type (WT) protein
(Fig. 1C), (iii) map existing amino acid function-
al annotations to structures (13–16) (Fig. 1C),
and (iv) represent changes in functional confor-
mation or induced fit caused by protein-substrate
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binding (Fig. 1D). Thus, in this model a protein
may be represented by zero, one, or multiple
separate structures. Experimentally determined
structures (17) and structures fromhomologymod-
eling (fig. S1) were used to achieve 93% structural
coverage of proteins in the network (Fig. 1B) and
between 24 and 33% coverage of protein-substrate

binding conformations. The majority of coverage
was enabled by structure-modeling techniques
(5), without which such a reconstruction would
not currently be possible.

Experimentally measured critical temperatures
(18, 19) accounting for optimal, half-maximum,
and total loss of protein activity were supple-

mented with bioinformatic predictions (20–23),
based on protein three-dimensional structures, of
protein melting temperatures (see table S1 for
a full list and fig. S2 for a comparison of ex-
perimental and predicted melting temperatures).
We used these critical temperatures to define pro-
tein activity functions that imposed temperature-
dependent constraints on the metabolic model
(fig. S3). In this way, temperature, by affecting
protein function, became a parameter for genome-
scalemetabolic simulation. Simulated temperature-
dependent growth showed good qualitative agreement
with experimental growth data in three different
nutrient media (Fig. 2A) in the range from 32° to
43°C, where growth is above 50% of maxi-
mum. Thus, thermostability of metabolic proteins
appears to explain much of the thermosensi-
tivity within this temperature range.

Our modeling framework also enabled pre-
cise prediction of points of thermosensitivity in
the metabolic network (fig. S4 and table S2). The
most temperature-limited protein activities cluster
in cofactor synthesis pathways, identifying them
as most growth limiting (Fig. 2B). We tested how
temperature sensitivity of themodel would change
with the introduction of thermostable proteins into
the network by alleviating temperature-dependent
activity constraints on predicted growth-limiting
proteins. For instance, optimally increasing critical
temperatures of all proteins predicted to be lim-
iting at 42.2°C produced a twofold increase in
maximum growth rate and shifted the optimal tem-
perature to 42.2°C, but narrowed the range of
growth temperatures because of incompatibility
of these more thermophilic activity functions with
lower growth temperatures (Fig. 2B). Adjusting
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activity functions for just the four most-growth-
limiting proteins had similar but smaller effects
on temperature-dependent growth (Fig. 2B).

Adaptive laboratory evolution experiments have
yielded 119 thermotolerant E. colimutants (10, 11).
Investigating mutations in metabolic genes and
their regulators (24) with our modeling frame-
work yielded classification of potential causal
mutations for 51 strains (supplementary text and
table S3) and possible mechanistic explanations
for their functionality in thermotolerance through
compensating for heat-limited growth factors
(Fig. 3), often consisting of cofactors. Statistical
analysis (table S3) established that predicted caus-
al mutant gene combinations conferring thermo-
tolerance have a low probability of being identified
by chance, signifying the predictive accuracy of
heat-affected metabolic activities.

Mutations decreasing thermosensitivity of
metabolic activities could stabilize or otherwise
increase protein activity at high temperatures, for
example, through increased gene expression. We
thus profiled gene-expression of WT E. coli at 37°
and 42°C (table S4) to identify genes with heat-
induced transcription. Such genes participate in
native heat-shock response and offer possiblemech-
anisms for adaptive evolution of thermotolerance.

Specific susceptible proteins may be directly
characterized by replacement with more thermo-
stable proteins, by increasing gene expression
to compensate for decreased activity (25), or by
bypassing their function through nutrient sup-
plementation. We chose metabolites produced
immediately downstream of model-predicted
growth-limiting proteins (fig. S4) and for which
transport mechanisms are known in E. coli as
supplements and found a set of six compounds
that supplemented heat-limited growth factors
(table S5). Each individual compound and a mix-
ture combining all compounds were tested for ef-
fects on growth rate at 42° and 37°C. The mixture
increased log-phase growth rate at 42°C by about
13% but yielded no benefit at 37°C (Fig. 4).

Triplicate experiments for components of the
supplement mixture (table S6) were prioritized
for the two compounds resulting in the highest
growth rates at 42°C in single experiments (fig.
S5). Pantothenate and biotin both provided heat-
dependent supplementation, although to a lesser
degree than the mixture (Fig. 4). Production of
the coenzyme A (CoA) precursor pantothenate in
WT grown at 37°C has been measured in excess
of theminimum requirement for growth by asmuch
as 15-fold, leading to excretion (26). A pathway
with such excess activity at 37°C being success-
fully supplemented at 42°C indicates a substantial
heat-dependent loss of function. This experimen-
tal result supports our predictions that this path-
way has lowered activity because of thermal
deactivation of PanB, PanC, PanD, and IlvC pro-
teins. The heat dependency of this supplementa-
tion indicates that supplements do not simply
alleviate the burden of synthesizing cofactors from
the nutrient carbon source; it confirms the accu-
racy of thermosensitive metabolic activities pre-

dicted by our modeling framework and supports
the precise proteins predicted to be limiting at
42°C. The supplement mixture elicited a com-
bined benefit beyond that observed for individual
compounds. The combination of pantothenate

and biotin accounts for part but not all of the
benefit of the full mixture (Fig. 4). Additions to
pantothenate and biotin within the mixture ap-
pear to compensate for less rate-limiting growth
factor deficits.

Fig. 4. Changes in spe-
cific growth rate upon
supplementationrelative
toano-supplement con-
trol are depicted in or-
ange for 37°C and red
for 42°C. Error bars show
standard deviations with
n = 3 for each condition.
(Inset) How growth rate
changes were computed
by comparing the maxi-
mumslopesofgrowthcurves
between the control and
supplement condition.Mix-
ture, combination of all six
supplements; pnto-R, pan-
tothenate; btn, biotin; OD,
optical density.
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The E. coliGEM-PRO platform reconciled dis-
parate data types to explain fundamental properties
of thermosensitivity, providing evidence thatmeta-
bolic processes are growth-limiting under heat
stress and providing mechanistic interpretations of
complex thermotolerant mutation data. Our mod-
el suggests that these dependencies arise directly
from the systemic constraints that proteome ther-
mostability imposes upon growth, which could
be relieved through exogenous supplementation
of the most-limiting processes, among them CoA
and biotin synthesis. Understanding thermotoler-
ance in microbes has important implications for
developing industrial microbial biocatalysts (27),
probiotics, and bacterial vaccines (28). Most ef-
ficient producers of compounds of interest are
not naturally thermotolerant, but the absence of a
genetic system often limits the utility of native
thermophiles in industrial processes. Therefore,
strategies for increasing thermotolerance of pro-
duction strains may be useful. Our result supports
the necessity of systems biology in understanding
complex stress responses. Furthermore, these
findings would not have been possible with use
of either protein structure data or the metabolic
network in isolation, illustrating the potential of
advancing the field of structural systems biology.
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Widespread Production of
Extracellular Superoxide by
Heterotrophic Bacteria
Julia M. Diaz,1* Colleen M. Hansel,1,2†‡ Bettina M. Voelker,3 Chantal M. Mendes,1

Peter F. Andeer,2 Tong Zhang2

Superoxide and other reactive oxygen species (ROS) originate from several natural sources and
profoundly influence numerous elemental cycles, including carbon and trace metals. In the deep
ocean, the permanent absence of light precludes currently known ROS sources, yet ROS production
mysteriously occurs. Here, we show that taxonomically and ecologically diverse heterotrophic
bacteria from aquatic and terrestrial environments are a vast, unrecognized, and light-independent
source of superoxide, and perhaps other ROS derived from superoxide. Superoxide production
by a model bacterium within the ubiquitous Roseobacter clade involves an extracellular oxidoreductase
that is stimulated by the reduced form of nicotinamide adenine dinucleotide (NADH), suggesting a
surprising homology with eukaryotic organisms. The consequences of ROS cycling in immense aphotic
zones representing key sites of nutrient regeneration and carbon export must now be considered,
including potential control of carbon remineralization and metal bioavailability.

Heterotrophic bacteria are ubiquitous and
abundant components of natural ecosys-
tems. These metabolically versatile orga-

nisms alter the global environment by mediating
the redox transformation of many elements, in-
cluding carbon, iron, and mercury. Biologically
produced reactive oxygen species (ROS) may
play an unrecognized role in these pathways be-
cause of the susceptibility of these elements to

redox reactions with ROS (1–4), but the ability of
common heterotrophic bacteria to produce extra-
cellular ROS has remained largely unexplored (2).
Nevertheless, the recent discovery of extracellular
superoxide (O2

–) production by a manganese-
oxidizing marine bacterium belonging to the
prolific Roseobacter clade (5) suggests that this
capability may be present in environmentally
relevant heterotrophs.

ROS production in natural waters (fig. S1)
has long been linked to abiotic photooxidation
of organic compounds (6). Yet, biological ROS
production has been historically recognized (7),
and recent field evidence indicates that biological
production is likely the dominant ROS source in
many marine and freshwater systems (8–10). Al-
though all aerobic organisms produce intracellu-
lar ROS as a metabolic byproduct (11), ROS are
generally toxic to living cells. Intracellular con-
centrations are therefore kept very low by en-
zymes that scavenge ROS, such as superoxide
dismutase and catalase. This strict regulation of
intracellular ROS and the inability of charged
ROS to pass the lipid bilayer (2) point to bio-
logically directed processes rather than adven-
titious cell rupture or leakage as the primary
source of biogenic ROS in the environment. In
fact, a number of cultivated eukaryotic phyto-
plankton and cyanobacteria produce extracellular
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